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The process of finding the solution of a linear system of equations is often the core of many scientific applications. Usually, this process relies upon the LU factorization, which is also the most compute-intensive part of it. Although current implementations of the LU factorization may reach high performance, their reproducibility and, even more, accuracy cannot be guaranteed, mainly, due to the non-associativity of floating-point operations, the concurrent thread-level execution of independent operations on CPUs or warp scheduler on GPUs.

In this work, we address the problem of reproducibility of the LU factorization due to cancelations and rounding errors, resulting from floating-point arithmetic. Instead of developing an implementation of the LU factorization from scratch, we benefit from the hierarchical structure of linear algebra libraries and start by developing/enhancing

---

1 We define reproducibility as an ability to obtain a bit-wise identical floating-point result from multiple runs of the code on the same input data.
reproducible algorithmic variants for the kernel operations – like the ones included in the BLAS library – that serve as building blocks in the LU factorization. In addition, we aim to improve the accuracy of these underlying BLAS routines.

We consider an unblocked algorithmic variant of the LU factorization that can be expressed in terms of BLAS level 1 and 2 routines: triangular solver (TRSV), dot product (DOT) and matrix-vector product (GEMV). We prevent cancellations and rounding errors in these kernels by applying a long accumulator and error-free transformations [1]. Additionally, we tackle the problem of accuracy in the reproducible triangular solver (ExTRSV) [2] through iterative refinement. Moreover, we provide an accurate and reproducible algorithmic variant as well as an implementation of the matrix-vector product. Thus, following the bottom-up approach, we construct the reproducible algorithmic variant of the LU factorization. Up to our knowledge, this is the first implementation of a reproducible LU factorization. In global, we present initial evidence that reproducible higher-level linear algebra operations can be constructed following the hierarchical bottom-up approach.
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