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Parallel Processing

"For over a decade prophets have 
voiced the contention that the 
organization of a single computer has 
reached its limits and that truly 
significant advances can be made 
only by interconnection of a 
multiplicity of computers." Gene 
Amdahl in 1967.



Parallel Processing isn’t that easy! 
• Challenge 1
• Finding the limited parallelism available in programs

• Challenge 2
• Dealing with high cost of communication between threads



Common concepts for parallel processing
• Load Balancing 
• Partitioning
• Data Dependencies
• Cache Coherency
• Cache Consistency
• Synchronization
• Communication
• Parallel Scaling
• Thread, Task, Data, Bit-level parallelism
• Performance analysis and tuning 



Some goals of parallel processing
• Keep all the threads busy

• Good load balancing

• Explore different types of granularity

• Avoid too much synchronization between threads 
(sometimes requires re-writing of the program) 



Different frameworks/models 

● Directive-based programming models 
○ OpenMP and OpenACC

● Lower-level programming frameworks
○ CUDA, OpenCL, HIP 

● Kokkos, Raja, alpaka, UPC++, Charm++, Chapel, Intel 
TBB, HPX, OmpSs, OpenMPI, MPL, SYCL, Coarrays and 
so on 



Focusing on Directive-based models
● Single node multicore system (shared memory processing) 

– OpenMP threading or OpenACC multicore 

● Multi-node system (Distributed memory processing)
– MPI only
– OpenMP/OpenACC within node + MPI across node

● Heterogeneous system (Multi-node + Accelerators)
– OpenMP/OpenACC for multicore + OpenMP/OpenACC for 

Accelerators + MPI across nodes 



Why should parallelism/acceleration 
matter?



Accelerating a Plasma Physics 
(PIConGPU) Code on Frontier 
Motivation

● Need for high energy laser particle accelerators 
● Applications in radiation therapy of cancer
● Fundamental studies of warm-dense matter and high-

energy density physics.

Approach
● Uses alpaka - a C++17, templated metaprogramming
● Supports multi-threading and accelerators (OpenMP >4.5 + 

OpenACC + SYCL)
● Algorithmic improvements including optimized laser functor, 

new field background algorithm, new laser algorithm
● Numerous bugs filed and solutions worked out 
● PIConGPU runs on Frontier, Summit, JUWELS, Perlmutter  & 

others

Leinhauser, Matthew, René Widera, Sergei Bastrakov, Alexander 
Debus, Michael Bussmann, and Sunita Chandrasekaran. "Metrics and 
design of an instruction roofline model for AMD GPUs." ACM 
Transactions on Parallel Computing 9, no. 1 (2022): 1-14.



Accelerating a Bio Physics 
(PhysiCell) Code on NVIDIA A100s 
Motivation

● For modeling complex multiscale biological systems with 
many cell types

● Modeling cell behaviors vary with conditions
● Allow 3D multiscale simulations of cancer and diseases 

Approach
● Uses OpenACC Directive-based programming model 
● Profiled code using NSight Sys and Compute
● Moved compute-intensive functions to GPUs
● Original algorithm preserved while acceleration
● NVIDIA HPC SDK 21.3, A100 GPUs; 37.5X better than 

single core 
● Enabling many long simulations - explore dynamics, 

forecast disease progression over weeks and months

Matt Stack, Paul MacLin, Robert Searles, Sunita Chandrasekaran, “OpenACC 
Acceleration of an Agent-Based Biological Simulation Framework” IEEE CiSE 



Accelerating a Solar Physics 
(MURaM) Code on NVIDIA A100s 

Motivation
● Enabling the study of scaling of MURaM on large scale

Machines
● Accelerate radiation transport function is critical as it 

corresponds to some of the high resolution simulations of 
the photosphere 

Approach
● Uses OpenACC Directive-based programming model 
● Profiled code using NSight Sys and Compute
● Moved compute-intensive functions to GPUs
● Several other code enhancements were made 
● NVIDIA HPC SDK 21.3, A100 GPUs; Weak Scaling
● 1 A100 GPU as much throughput as 90-100 CPU cores

Eric Wright, Cena Miller, Damien Przybylski, Matthias Rempel, Shiquan Su, Supreeth Suresh, Rich Loft, Sunita 
Chandrasekaran. Refactoring the MPS/University of Chicago Radiative MHD(MURaM) Model for GPU/CPU 
Performance Portability UsingOpenACC Directives. In Proceedings of the Platform for Advanced Scientific 
Computing Conference (PASC), pp. 1-12. 2021.
https://dl.acm.org/doi/abs/10.1145/3468267.3470576
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Basics of a GPU architecture 
● NVIDIA GPUs
● AMD GPUs
● Intel GPUs 



Features Tesla K40 Tesla M40 Tesla P100 Tesla V100 Ampere A100 Hopper 100 
(PCIe)

Memory 
Interface

384-bit 
GDDR5

384-bit 
GDDR5

4096-bit 
HBM2

4096-bit 
HBM2

5120-bit 
HBM2

5120-bit HBM2e

Memory Size Up to 12 GB Up to 24 
GB

16 GB 16- 32 GB 40 GB 80GB

L2 Cache Size 1536 KB 3072 KB 4096 KB 6144 KB 40960 KB 50MB

Shared Memory 
Size / SM

16 KB/32 
KB/48 KB

96 KB 64 KB Configurable 
up to 96 KB

Configurable 
up to 164 KB

Configurable up 
to 228KB

Register File 
Size / SM

256 KB 256 KB 256 KB 256KB 256KB 256KB

Register File 
Size / GPU

3840 KB 6144 KB 14336 KB 20480 KB 27648 KB 29,184KB

Thermal design 
Power

235 Watts 250 Watts 300 Watts 300 Watts 400 Watts 350 Watts
700 Watts 
(SXM5)

Transistors 7.1 billion 8 billion 15.3 billion 21.1 billion 54.2 billion 80 billion

Manufacturing 
process

28nm 28nm 16nm FET 12nm FET 7nm 4N













Intel GPUs
● The Aurora supercomputer at Argonne National Laboratory is now fully equipped 

with all 
○ 10,624 compute blades, boasting 63,744 Intel® Data Center GPU “PVC” Max 

Series - Ponte Vecchio``
○ 21,248 Intel® Xeon® CPU Max Series processors.
○ 2 times the performance of AMD MI250X GPUs on OpenMC, and near linear 

scaling up to hundreds of nodes
● PVC GPU

○ 8 slices, 128 Xe-cores, 128 ray tracing units, 8 hardware contexts, 8 HBM2e 
controllers, and 16 Xe-Links, 400MB L2, 64KB l1, 128GB memory, 3,277GB/s 
Bandwidth, 52.43 TFLOPS FP16(half)



OpenMC application performance  








