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Call: HORIZON-EUROHPC-JU-2021-COE-01 - Centres of 
Excellence preparing applications in the Exascale era
Duration: 4 Years. It started on Jan.1, 2023
Budget: 7.9M€

Partners:
• Academia: KTH (Coordinator), UoH, UL, TUM
• High-performance computing centers: BSC, PDC at 
KTH, and MPCDF at MPG.
• Research institutes and laboratories: IPP MPG, IPP 
CAS, FORTH, HZDR
• Industry: SIPEARL

Website: https://plasma-pepsc.eu/

https://plasma-pepsc.eu/
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Plasma-PEPSC Vision:
Pushing Flagship Plasma Simulation Codes to Tackle 
Exascale-Enabled Grand Challenges via Performance 

Optimization and Codesign
Fusion energy

Plasma Accelerators

Space Physics
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Plasma-PEPSC Flagship Codes
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https://github.com/ComputationalRadiationPhysics/picongpu

https://github.com/fmihpc/vlasiator

https://genecode.org/

https://repo.tok.ipp.cas.cz/tskhakaya/bit1
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Focus on Lighthouse Plasma Codes
Demonstrated scalability of current Petascale Systems

How do make them ready for European Exascale Systems?
• Software Engineering at Scale
• European processor and accelerator + Quantum
• Libraries / Programming Models / Algorithms
• Extreme Heterogeneity challenge
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Five Technical WPs
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WP1 - Plasma Simulations – 
Codes and Grand Challenges 

WP2 - Co-design of Plasma Simulation 
Codes with the European Processor and 
Accelerator

• EPI Processor
• EPI Accelerator
• Quantum Computing

WP3 - Algorithms and Libraries for 
Extreme-Scale Plasma Simulations

• MPI
• Load-balancing
• Resilience & Fault-tolerance

WP4 - Extreme Data Analytics for 
Plasma Simulations

• Parallel I/O
• In-situ data analysis
• Compression

WP5 - Accelerated Plasma Simulations 
on Heterogeneous Systems

• Redesigning Algorithms, Porting, and 
Optimization for Accelerators 

• Application Data Placement and 
Migration for Heterogeneous Memories 



Software Engineering at Scale – 
Impact the Community

• Ensuring deployment of four codes on the 
EuroHPC systems

• Automatic deployment with CASTIEL 2
• Performance regression tests

• Continuous-Integration
• Documentation and user-support
• Requirement handling
• Bug tracking
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Libraries & Algorithms – The Building Blocks 

• Modern MPI features applications
• MPI Sessions for Malleability
• Persistent Collective for 

enhanced performance
• Load Balancing

• Critical performance bottleneck
• Resilience and Fault-Tolerance 

Libraries
• Key technology also for 

autoscaling/elasticity
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Dynamic Load Balancing in Vlasiator



Accelerators & Diverse 
Memories
• Current good coverage for Nvidia GPUs

• Need better support for AMD GPUs
• We can rely on Alpaka (HZDR) – abstraction level for 

different accelerator and multicore
• Adaption of code to efficient usage of GPUs

• One code relies heavily on sorting
• Disaggregated memories for workflows
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Simulation Results 
- Data Deluge
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Codesign – Providing feedback to EPI
• European Processor: SiPearl ARM 

Processor
• European Accelerator: RISC-V Vector 

Accelerator with BSC as leader
• Providing performance data for the 

development of the European 
processors
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Quantum Computing & 
Plasma Simulations
• What are the impact and the role of quantum 

computing in plasma simulations?
• Hybrid QC-HPC workloads
• Quantum-inspired algorithm
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Conclusions

• We are a new EuroHPC center of excellence for plasma 
simulations at Exascale

• Four lighthouse plasma codes: BIT, GENE, PIConGPU, and 
Vlasiator

• Addressing challenges at exascale: software engineering at 
scale, extreme heterogeneity, data deluge problem, 
algorithms, and libraries
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